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 ABSTRACT 

 Economic growth is one of the important indicators used to evaluate the success of a 

country’s economic development. Economic growth in Indonesia is not only shaped by a 

single region but is also the result of contributions from all regions within the country. In 

the 2018-2022 period, Java Island made the largest contribution to Indonesia’s economic 

growth, with an average exceeding 50%. However, economic growth on Java Island is 

still experiencing fluctuations due to various factors. The purpose of this research is to 

estimate and identify the factors that affect economic growth on Java Island in 2018-

2022. This research uses independent variables, which are investment, labor productivity, 

tax ratio, and ICT usage, while the dependent variable is economic growth. The research 

data is secondary data that was obtained from the Indonesian Central Bureau of 

Statistics. The data type is panel data , which consists of six provinces in Java Island 

spanning the time period from 2018-2022. The analysis method used is panel data 

regression using the Common Effect Model (CEM), Fixed Effect Model (FEM) and 

Random Effect Model (REM) approaches. The results show that Fixed Effect Model 

(FEM) is the best model for estimating economic growth on Java Island, with an 

adjusted-R² value of 99.80%. The other results show that simultaneously there is a 

significant influence between investment, labor productivity, tax ratio, and ICT usage on 

the economic growth in Java Island from 2018-2022.  
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INTRODUCTION 

Economic growth is the development of activities in the economic sector that have an impact on 

increasing the production of goods and services and the prosperity of society [8]. This can indicate the 

prosperity and success of a country's development. Economic growth is also included in macroeconomic 

indicators which are measured by Gross Domestic Product (GDP) for national coverage and Gross 

Regional Domestic Product (GRDP) for regional coverage. In Indonesia, the formation of national 

economic growth is inseparable from regional economic growth. Ref [7] states that optimizing economic 

growth at the national level can be realized if accompanied by a significant increase in Gross Regional 

Domestic Product (GRDP). 

Java Island is an island region that makes the largest contribution to national economic growth. 

Data from the Central Bureau of Statistics [1] shows that in 2018–2022, the contribution made by Java 

Island to the formation of national GDP averaged more than 50%. Although Java Island consistently 

makes the largest contribution to the formation of national GDP, its economic growth rate still fluctuates. 

Fluctuations in economic growth in Java during the 2018-2022 period were caused by various 

factors. The high level of investment entering Java Island is one of the factors that affect the economic 

growth of the region. Increased investment productivity is known to trigger GRDP growth [6]. Another 

factor that has the potential to affect economic growth in Java is labor productivity. Increased labor 

productivity has the potential to enhance the added value of production, which directly contributes to 

economic growth [3]. The level of economic growth is also assumed to be influenced by the tax ratio and 

ICT usage. The tax ratio shows the government's ability to collect tax revenue. The greater the tax 

revenue, the tax function as a source of state revenue and economic regulator becomes more optimal [5]. 
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Meanwhile, Information and Communication Technology (ICT) is a form of technology contribution in 

economic growth. Research related to the ICT usage found that this factor has a positive and significant 

impact on economic growth [9]. 

Based on the previous description, this research was conducted with the aim of estimating and 

identifying factors that affect economic growth on Java Island in 2018–2022. This topic is important to be 

further researched, considering its significant contribution to the formation of the national Gross 

Domestic Product (GDP). In this research, the variables of investment, labor productivity, tax ratio, and 

ICT usage will be analyzed using the panel data regression method to determine their effect on economic 

growth.  

 

 

METHOD 

The data used in this research are secondary data obtained from the official publication of the 

Indonesian Central Bureau of Statistics. The data analyzed is in the form of panel data, which is a 

combination of time series and cross-section data. In this research, the coverage used is time series data 

from 2018–2022 and cross-section data from six provinces on the island of Java. The data produces 30 

observations on each variable. 

The variables in this research consist of two types, namely dependent variables and independent 

variables. Information regarding research variables is shown in Table 1. 

Table 1. Research Variable 

Variable Indicator Symbol 

Economic 

growth 

Gross regional domestic product at constant 2010 

prices  

Investment Domestic investment (PMDN)  
Labor 

productivity 
Labor productivity  

Tax ratio 
Ratio of regional tax revenues to GRDP at constant 

2010 prices  

ICT usage ICT usage subindex  
The data analysis method in this research uses panel data regression. The general form of the 

panel data regression model is stated in equation (1). 

                                                    (1) 

where 

 : value of the dependent variable of the i-th individual unit and the t-th time period, 

  : intercept, 

  : slope coefficient of the k-th independent variable, 

 : value of the k-th independent variable for the i-th individual unit and t-th time period,  

  : residual value of the i-th individual unit and t-th time period. 

The analysis process was carried out with Eviews 12 software. The analysis steps are as follows: 

1. Estimating the panel data regression model. 

There are three approaches used to estimate the panel data regression model, including the common 

effect model, fixed effect model, and random effect model [10]. 

i. Common Effect Model (CEM) 

The main assumption of this model is that the intercept and slope are constant, both between 

cross section units and time periods. The Common Effect Model (CEM) is stated in equation 

(2). 

                                                    (2) 

ii. Fixed Effect Model (FEM) 

 Fixed Effect Model (FEM) is one of the approaches in panel data estimation that considers 

differences between individuals and time. There are several variations of the fixed effect model, 

including: 

a. FEM with a constant slope coefficient but the intercept varies for each individual.This 

model is stated in equation (3). 
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                                                (3)                                                        

b. FEM with a constant slope coefficient but the intercept varies at each time. This model is 

stated in equation (4). 

                                           (4) 

c. FEM with a constant slope coefficient but the intercept varies with each individual and 

time. This model is stated in equation (5). 

                                      (5) 

  where 

  : index i shows the intercept of each individual is different, 

  : index t shows the intercept of each time is different, 

  : intercept for time t, 

  : intercept for individual i. 

iii. Random Effect Model (REM) 

Random effect model (REM) is an approach that involves correlation between error terms due 

to changes in time and individuals. The Random Effect Model (REM) is stated in equation (6). 

                                                   (6) 

  

where 

  : composite error term, 

 : i-th individual error component, 

  : combined error component. 

2. Conducting panel data regression model estimation selection test. 

There are two tests conducted to determine the best panel data regression model estimation in this 

research. 
i. Chow Test 

The Chow test is used to determine whether the common effect model is better than the fixed 

effect model [2].  will be rejected if  or , so the 

selected model is the fixed effect model. The Chow test statistic is stated in the following 

equation: 

                                                  (7) 

where n is the number of cross-section units, T is the number of time-series units, K is the 

number of independent variables,  and  is the coefficient of determination of fixed 

effect model and common effect model. 

ii. Hausman Test 

The Hausman test is used to choose between two models, namely the fixed effect model and the 

random effect model [12].  will be rejected if  or , so the selected 

model is fixed effect model. The Hausman test statistic is stated in the following equation [10]: 

                                                  (8)     

   

where  is the matrix of the fixed effect estimated coefficients,  is the matrix of the random 

effect model estimated coefficients, and  is the difference in the covariance matrix of the fixed 

effect model and random effect model, without intercept.  
iii. Lagrange Multiplier Test 

The Lagrange Multiplier test is used to determine whether the random effect model  is better 

than the common effect model [2].  will be rejected if  or , so 

the selected model is Random Effect Model. The Lagrange Multiplier Test statistic is stated in 

the following equation: 
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                                             (9) 

where n is the number of cross-section units, T is the number of time-series units, and  the 

common effect model residual. 

 

3. Conducting assumption tests on the chosen model. 

The classical assumption tests in panel data regression include: 

i. Normality Test 

The normality test is used to check whether the residual distribution is normal or not [11].  

will be rejected if  or , then the residuals are not normally 

distributed. The method used is the Jarque-Bera test with the following equation: 

                                                  (10) 

where n is the sample size, S is the coefficient skewness, and K is the kurtosis coefficient. 

ii. Heteroscedasticity Test 

The heteroscedasticity test is used to detect whether the regression model has constant residual 

variances or not [11].  will be rejected if  or , then there 

is a heteroscedasticity problem. The method used is the Glejser test with the following equation: 

                                                         (11) 

where   is the regression coefficient and SE is the standard error of the regression coefficient. 

iii. Multicollinearity Test 

The multicollinearity test is carried out to detect the existence of a linear relationship between 

the independent variables. The basis for decision making in the multicollinearity test is as 

follows [4]. 

a. If the correlation value between independent variables is < 0.85, then there is no 

multicollinearity problem 

b. If the correlation value between independent variables is > 0.85, then there is a 

multicollinearity problem 

4. Conducting parameter significance test. 

The significance testing of parameters in the regression model is conducted twice, both simultaneously 

and partially [12]. 

i. Simultaneous Test (F test) 

The simultaneous test (F test) is conducted to check the overall significance of the independent 

variables in influencing the dependent variable.  will be rejected if 

 or , so that the independent variable 

simultaneously influences the dependent variable. The F test statistic is stated in the following 

equation: 

                                                         (12) 

ii. Partial Test (t-test) 

Partial test (t-test) is used to evaluate the individual effect of each independent variable on the 

dependent variable.  will be rejected if  or , so that 

each independent variable individually affects the dependent variable. The t-test statistic is 

stated in the following equation: 

                                                              (13) 

5. Conducting a goodness-of-fit test using the coefficient of determination. 

6. Interpreting the panel data regression model. 
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RESULTS AND DISCUSSION 

Estimation of panel data regression models  

In this section, economic growth in Java Island in 2018-2022 is modeled using three approaches. 

1. Common Effect Model (CEM) 

Estimation using the common effect model approach combines all data without considering 

differences between individuals or time. The estimation result is summarized in Table A1 and 

stated in the following equation: 

                     (14) 

2. Fixed Effect Model (FEM) 

Estimation using the fixed effect model approach considers differences between individuals and 

time. The estimation result is summarized in Table A2 and stated in the following equation: 

            (15)   

3. Random Effect Model (REM) 

Estimation using the random effect model approach involves correlation between error terms due to 

changes in time and individuals. The estimation result is summarized in Table A3 and stated in the 

following equation: 

               (16)                                                                           

Selection of panel data regression model estimates 

The best estimated model will be selected to model economic growth on the island of Java in 2018–2022. 

The results of the model selection test are as follows: 

1. Chow Test 

This test is conducted to select the best model estimate between the Common Effect Model (CEM) 

and the Fixed Effect Model (FEM). Based on Table A4, the statistical results of the Chow Test 

show that the value of = 395.09 >  and 

, so  is rejected. This means that the Fixed Effect Model 

(FEM) is better than the Common Effect Model (CEM). 

2. Hausman Test 

This test is conducted to select the best model estimate between the Fixed Effect Model (FEM) and 

the Random Effect Model (REM). Based on Table A5, the statistical results of the Hausman Test 

show that the value of = 16.17 >  and , so 

 is rejected. This means that the Fixed Effect Model (FEM) is better than the Random Effect 

Model (REM). 

The model estimation selection test above states that the best model estimate is the Fixed Effect Model 

(FEM), so the lagrange multiplier test does not need to be used. The conclusion is that the Fixed Effect 

Model (FEM) is the best model estimate for modeling economic growth in Java Island in 2018–2022. 

Classical assumption testing 

The classical assumption test of panel data regression is carried out on the best model selected previously, 

namely the fixed effect model. The results of the classical assumption test are as follows: 

1. Normality Test 

The method used to check the normality of residuals is the Jarque-Bera Test. Based on Table A6, 

the Jarque-Bera (JB) value = 0.702471 <  = 9.4977 and p-value = 0.703818 > (α) = 0.05, so 

 fails to be rejected. This means that the residuals are normally distributed. 

2. Heteroscedasticity Test 

The method used to check the residual variance is the Glejser Test. Based on Table A7 which 

contains the results of the Glejser Test, it is found that the  of each independent variable 

. Therefore,  fails to be rejected, which means that the residual variance is 

homoscedasticity or there is no heteroscedasticity problem. 

3. Multicollinearity Test 

Multicollinearity test is conducted by identifying the correlation value between independent 

variables. Table A8 contains the correlation values between independent variables. The results 

show that all correlation values between independent variables are < 0.85. This means that there is 

no multicollinearity between the independent variables. 
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Parameter significance testing 

Parameter significance testing for the fixed effect model is conducted by looking at the simultaneous and 

partial significance of each variable. 

1. Simultaneous Test (F test) 

The F test results in Table A9 show the value of = 2413.314 >  and 

. Therefore,  is rejected, which means that the variables of 

investment (X₁), labor productivity (X₂), tax ratio (X₃), and ICT usage (X₄) together have a 

significant effect on economic growth in Java Island (Y). 

2. Partial Test (t-test) 

The t-test results in Table A10 show that the investment variable (X₁), labor productivity (X₂), and 

ICT usage (X₄) have a value of . Therefore,  is rejected, which 

means that individually the variables of investment (X₁), labor productivity (X₂), and ICT usage 

(X₄) have a significant effect on economic growth. Meanwhile, the tax ratio variable (X₃) has a 

value of , so  fails to be rejected, which means that the tax ratio 

variable (X₃) has no significant effect on economic growth. 

Coefficient of determination 

Evaluation of the goodness of the regression model is conducted by looking at the adjusted coefficient of 

determination (adjusted-R2). The use of adjusted-R2 is more recommended than R2 because the value is 

not affected by the addition of independent variables [4]. In this research, the fixed effect model (FEM) 

estimation showed an adjusted-R2 value of 0.998 or 99.8%. This means that the independent variables can 

explain the variability of economic growth in Java Island in 2018-2022 by 99.8% while 0.2% is explained 

by other variables that have not been included in the model. 

Interpretation of panel data regression models 

The analysis results show that the fixed effect model (FEM) is a suitable model for estimating economic 

growth on Java Island in 2018-2022. The model is stated in equation (15) as follows: 

 
The constant and coefficient values of the variables in the regression model are interpreted based on the 

partial test results (t-test) in Table A10. The panel data regression model in equation (15) shows a constant 

value of 394087.7. This means that if the independent variables of investment (X₁), labor productivity 

(X2), tax ratio (X3), and ICT usage (X4) are constant, then GRDP will increase by 394087.7 billion rupiah. 

Furthermore, the coefficient value of each variable has the following meaning: 

1. The regression coefficient for the investment variable (X₁) is 1.560929 and has a significant 

positive effect on economic growth on the island of Java. These results show that by increasing one 

unit of investment variable, GRDP will increase by 1.560929 billion rupiah. 

2. The regression coefficient for the labor productivity variable (X₂) is 1322.136 and has a significant 

positive effect on economic growth on the island of Java. These results show that by increasing one 

unit of the labor productivity variable, GRDP will increase by 1322,136 billion rupiah. 

3. The regression coefficient for the tax ratio variable (X₃) is 109042.7 and has no significant effect 

on economic growth on the island of Java. 

4. The regression coefficient for the ICT use variable (X₄) is 42475.46 and has a significant positive 

effect on economic growth on the island of Java. These results show that by increasing one unit of 

the ICT use variable, GRDP will increase by 42,475.46 billion rupiah. 

 

 

CONCLUSION 

The results of the analysis and discussion of this research show that the Fixed Effect Model 

(FEM) is the best model for estimating economic growth on the island of Java in 2018-2022. The model 

has an adjusted-R2 value of 99.80% and has fulfilled all classical assumption tests. The Fixed Effect 

Model (FEM) equation is as follows: 

  

Based on the fixed effect model, investment variables (X₁), labor productivity (X₂), tax ratio (X₃), and 

ICT usage (X₄) together have a significant effect on economic growth in Java. Meanwhile, individually, 
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there are three independent variables that have a significant effect, namely the investment variable (X₁), 

labor productivity (X₂), and the use of ICT (X₄). 
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APPENDIX 

Table A1. Common Effect Model (CEM) 

Variable Coefficient Std. Error t-statistic P-value 
Decision 

(α = 0.05) 

C 2162051 441474.5 4.897340 0.0000 significant 

 15.92980 2.597032 6.133847 0.0000 significant 

 2559.927 441.7250 5.795294 0.0000 significant 

 -792358.5 219855.9 -3.603990 0.0014 significant 

 -173200.8 95449.00 -1.814590 0.0816 not significant 

 

Table A2. Fixed Effect Model (FEM) 

Variable Coefficient Std. Error t-statistic P-value 
Decision 

(α = 0.05) 

C 394087.7 126017.3 3.127250 0.0053 significant 

 1.560929 0.636741 2.451437 0.0235 significant 

 1322.136 393.1270 3.363127 0.0031 significant 

 109042.7 53542.52 2.036562 0.0552 not significant 

 42475.46 13675.00 3.106066 0.0056 significant 

Table A3. Random Effect Model (REM) 

Variable Coefficient Std. Error t-statistic P-value 
Decision 

(α = 0.05) 

C 445117.0 173631.2 2.563578 0.0168 significant 

 1.822578 0.608841 2.993521 0.0061 significant 

 1302.121 341.6051 3.811772 0.0008 significant 

 85854.83 51606.02 1.663659 0.1087 not significant 

 38272.20 13615.99 2.810828 0.0095 significant 

Table A4. Results of Chow Test 

Effect Test Statistic d.f. Prob. 

Cross-section F 395.098387 (5,20) 0.0000 

Cross-section Chi-square 138.087408 5 0.0000 

Table A5. Results of Hausman Test 

Test Summary Chi-Sq. Statistic Chi-Sq. df Prob. 

Cross-section random 16.178618 4 0.0028 

Table A6. Results of Jarque-Bera Test 

Jarque-Bera Probability 

0.702471 0.703818 

Table A7. Result of Glejser Test 

Variable Coefficient Std. Error t-statistic Prob. 
Decision 

(α = 0.05) 

C 291159.0 274212.3 1.061801 0.2985  not rejected 

 0.801084 1.613090 0.496614 0.6238  not rejected 

 96.83428 274.3679 0.352936 0.7271  not rejected 

 130559.4 136558.7 0.956068 0.3482  not rejected 

 -65572.30 59286.08 -1.106032 0.2792  not rejected 

Table A8. Results of Multicollinearity Test 

     

 1.00 0.51 -0.02 0.35 

 0.51 1.00 0.69 0.80 

 -0.02 0.69 1.00 0.76 
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 0.35 0.80 0.76 1.00 

Table A9. Results of F Test 

F-statistic Probability 

2413.314 0.0000 

Table A10. Results of t-Test 

Variable Coefficient Std. Error t-statistic Prob. 
Decision 

(α = 0.05) 

C 394087.7 126017.3 3.127250 0.0053  rejected 

 1.560929 0.636741 2.451437 0.0235  rejected 

 1322.136 393.1270 3.363127 0.0031  rejected 

 109042.7 53542.52 2.036562 0.0552  not rejected 

 42475.46 13675.00 3.106066 0.0056  rejected 
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