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1. PENDAHULUAN

Dalam pengembangan perangkat
lunak modern, user story berfungsi sebagai
representasi kebutuhan pengguna dalam
format yang sederhana dan mudah
dipahami, serta menjadi fondasi penting
dalam metodologi Agile. Namun, proses
pembuatan user story yang efektif sering
kali memerlukan waktu, keahlian, dan
kolaborasi intens antara pengembang dan
pemangku kepentingan. Tantangan ini
semakin kompleks seiring meningkatnya
jumlah permintaan fungsional yang harus
ditangani. =~ Proses
pembuatan wuser story dapat memicu

manual dalam

ketidakkonsistenan ~ dokumentasi dan
memperlambat pengembangan perangkat
lunak  berskala  besar, sehingga
dibutuhkan pendekatan otomatisasi yang
efisien untuk meningkatkan kualitas dan
produktivitas tim pengembang [1].

Seiring dengan
perkembangan  teknologi
buatan (Artificial Intelligence), khususnya
dalam bidang Natural Language Processing
(NLP), muncul pendekatan baru untuk
mengotomatisasi pembuatan user story
menggunakan Large Language Models
(LLM) seperti ChatGPT, DeepSeek, dan
Gemini. LLM memiliki kemampuan
untuk memahami dan menghasilkan
bahasa alami secara kontekstual, sehingga
berpotensi besar dalam membantu proses
analisis kebutuhan dan dokumentasi

pesatnya
kecerdasan

perangkat lunak secara otomatis[2][3].
Kemajuan dalam arsitektur ~ model
berbasis
diperkenalkan oleh Vaswani et al.[4]
menjadi fondasi penting bagi efektivitas
LLM dalam tugas-tugas generasi teks.

transformer  seperti = yang

Model pra latih seperti BERT dan GPT
menyediakan landasan kuat untuk tugas-
tugas NLP, termasuk generasi teks
berbasis instruksi[5]. Selain itu, teknik

49

P-ISSN: 2549-7480

E-ISSN: 2549-6301

few-shot learning memungkinkan LLM

memahami instruksi hanya dengan

sedikit contoh sehingga meningkatkan

fleksibilitas penggunaan pada skenario
pembuatan user story [6].

Namun, penelitian sebelumnya belum
tentang
sistematis evaluasi akurasi dan presisi
output LLM menggunakan metrik yang
terstandar secara internasional seperti
BLEU, METEOR, dan ROUGE. Beberapa
studi terdahulu seperti yang dilakukan

membahas secara dalam

oleh Wilie et al. [7] telah mengembangkan
benchmark NLP Indonesia, namun belum
mencakup evaluasi generatif berbasis
LLM secara komprehensif.

Dengan  mempertimbangkan latar
belakang  yang  telah  dipaparkan
sebelumnya, penelitian ini diarahkan untuk
menjawab tiga fokus utama. Pertama,
mengevaluasi sejauh mana tingkat akurasi
dan presisi teks yang dihasilkan oleh
model Large Language Models (LLM)
terhadap dataset berbahasa Indonesia.
Kedua, menilai performa masing-masing
model LLM  yakni ChatGPT-4.0,
DeepSeek, dan Gemini 2.5 melalui
pengujian menggunakan tiga metrik
evaluasi yang umum digunakan dalam
pemrosesan bahasa alami, yaitu BLEU-4,
ROUGE-L F1, dan METEOR. Ketiga,
mengidentifikasi model mana di antara
ketiganya yang menunjukkan kinerja
paling optimal dalam konteks pemrosesan
bahasa Indonesia  berdasarkan  hasil
evaluasi baik secara kuantitatif maupun
kualitatif.

Penelitian ~ ini  bertujuan  untuk
mengevaluasi performa LLM dalam
memproses dan menghasilkan teks
berbahasa Indonesia melalui tiga metrik
utama: BLEU, METEOR, dan ROUGE.
Evaluasi dilakukan menggunakan dataset
Bahasa Indonesia yang telah dikurasi dan
disesuaikan untuk konteks pengujian
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generatif. Dengan pendekatan ini, penulis
ingin melihat sejauh mana model-model
LLM yang populer saat ini dapat
memahami dan mereproduksi teks dalam
konteks lokal.

Dalam penelitian ini, tiga model LLM
populer (ChatGPT-4.0, DeepSeek, dan
Gemini 2.5) dievaluasi dalam
menghasilkan  user  story.  Penilaian
dilakukan menggunakan metrik BLEU,
ROUGE-L, dan METEOR[8]. Studi
perbandingan metrik tersebut
menunjukkan bahwa meski BLEU dan
ROUGE banyak digunakan, METEOR
dapat memberikan korelasi yang lebih
baik terhadap penilaian manusia dalam
beberapa  tugas  generasi  teks[9].
Metodologi berlandaskan prinsip Agile
karena efektif menjembatani kebutuhan
pengguna dan tim pengembang meskipun
pembuatan wuser story manual menyita
banyak waktu, biaya, dan kolaborasi
intensif yang menjadi kendala dalam
proyek skala besar [10].

Beberapa penelitian terdahulu telah
menunjukkan  kemampuan  ChatGPT
dalam menghasilkan artefak perangkat
lunak namun masih terbatas dalam
pengukuran objektif terhadap kualitas
user story. Wang et al.[11] melakukan
benchmarking terhadap model-model open
source. LLM dan menemukan performa
model sangat bergantung pada jenis tugas
seperti summarization, Kklasifikasi, dan
generasi teks. Penelitian oleh Sholiq
Sholiq et al.[12] juga mengevaluasi
metode otomatisasi yang mengubah
kebutuhan fungsional berbasis teks ke
diagram BPMN di domain Bahasa
Indonesia, dan menemukan tingkat
akurasi mencapai 94,4 % pada 15 kasus
uji. Temuan ini mendukung adopsi
pendekatan berbasis instruksi domain
seperti Gemini 2.5 dalam studi ini.

P-ISSN : 2549-7480
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Sejumlah  studi terdahulu telah
bahwasannya  Gemini2.5
performa  terbaik  dalam
menghasilkan  wuser  story,  unggul
dibanding ChatGPT dan DeepSeek di
semua metrik evaluasi utama. Konsistensi
performa ini diperkuat oleh temuan
Ronanki et al.[13] yang menemukan
ChatGPT mampu mengikuti format,
namun semantik dan kelengkapan masih
perlu evaluasi manual. Studi oleh

membahas
memiliki

Cabrero-Daniel et al. [14] mencatat
keunggulan Gemini2.5 dalam ketepatan
format, kejelasan, dan konsistensi,
mendukung skor tertinggi pada metrik
BLEU, ROUGE, dan METEOR. Selain itu,
Liu et al.[15] mengonfirmasi bahwa
model dengan pendekatan instruksional
domain menghasilkan teks relevan,
memperkuat kesimpulan bahwa
Gemini2.5 unggul karena dioptimasi
untuk konteks instruksional.

Penelitian ini memberikan kontribusi
ilmiah dalam bentuk evaluasi empiris
terhadap performa generatif tiga model
LLM (ChatGPT-4.0, DeepSeek, dan
Gemini2.5) dalam bahasa Indonesia.
Dimana hasil dari pada penelitian ini
dapat menjadi acuan penting bagi peneliti
dan pengembang NLP di Indonesia dalam
memilih model yang paling sesuai untuk
aplikasi  generatif  berbasis = bahasa
Indonesia.

2. METODE PENELITIAN

Penelitian ini menggunakan
pendekatan evaluatif kuantitatif untuk
mengukur performa tiga model Large
Language Model (LLM) yakni ChatGPT-
4.0, DeepSeek, dan Gemini2.5 dalam

menghasilkan teks berbahasa Indonesia.
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Gambar 1. Alur penelitian
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A. Dataset dan Sumber Data

Dataset dalam penelitian ini terdiri
dari dua komponen utama:

1. Dataset Prompt Testing

Dataset ini berisi tujuh buah prompt
(P1-P7) yang dirancang untuk mewakili
skenario kebutuhan pengguna dari
berbagai domain industri, termasuk
sistem layanan keanggotaan, pengelolaan
inventaris, dan pemrosesan pesanan
secara daring. Setiap prompt disusun
dalam format deskriptif kebutuhan
pengguna dan kemudian diuji pada tiga
model bahasa besar (LLM): ChatGPT
(GPT-4.0), Gemini (Google), dan
DeepSeek. Format user story yang
digunakan adalah standar Agile:

“Sebagai [peran], saya ingin [aksi atau
tujuan], agar [alasan atau manfaat]”.

Berikut adalah daftar prompt yang
digunakan:

P1:

Berikan saya user story dalam format
standar Agile yang lengkap (yaitu:
"Sebagai [siapa], saya ingin [apa], agar
saya bisa [mengapa]') berdasarkan
kebutuhan berikut: Seorang anggota klub
ingin bisa menggunakan kredit pembelian
yang mereka miliki untuk membeli
berbagai jenis produk, termasuk produk
audio, video, dan game, sehingga mereka
dapat mematuhi perjanjian keanggotaan
mereka dengan lebih fleksibel.

P2:

Buatlah wuser story dalam format
standar Agile: "Sebagai [peran], saya ingin
[tujuan atau aksi], agar [manfaat atau
alasan]". Gunakan informasi kebutuhan
berikut untuk menyusunnya: Seorang
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anggota  ingin  menukarkan  Dollar
SoundStage (kredit) yang mereka miliki
untuk pembelian selanjutnya, tetapi
hanya  setelah
ketentuan dalam perjanjian keanggotaan.

mereka memenuhi

P3:

Buatlah user story dalam format
standar Agile: "Sebagai [peran], saya ingin
[kebutuhan atau aksi], agar [alasan atau
manfaat]". Berikut ini adalah kebutuhan
yang harus dikonversi menjadi user story:
Seorang staf gudang ingin dapat
memindai barcode produk saat proses
pengiriman, dengan tujuan untuk
memvalidasi barang yang dikirim dan
mengurangi kemungkinan kesalahan
hingga 90%.

P4.

Buatlah wuser story dalam format
standar Agile: "Sebagai [peran], saya ingin
[tujuan atau aksi], agar [manfaat atau
alasan]". Berdasarkan kebutuhan berikut:
Seorang manajer gudang ingin sistem
secara otomatis memprioritaskan
penanganan  backorder  berdasarkan
tanggal pesanan yang masuk, bukan
berdasarkan stok baru, agar risiko
pembatalan pesanan bisa dikurangi.

P5:

Buatlah user story dalam format Agile
standar: "Sebagai [peran], saya ingin [aksi
atau kebutuhan], agar [alasan atau
manfaat]". Gunakan kebutuhan berikut
sebagai dasar: Seorang anggota ingin
memiliki opsi di  website untuk
membatalkan pemenuhan pesanan pasif
(atau otomatis), sehingga mereka hanya
akan menerima produk yang secara aktif
mereka pilih sendiri.

Peé:

P-ISSN : 2549-7480
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Buatlah user story dalam format Agile
standar: "Sebagai [peran], saya ingin [aksi
atau kebutuhan], agar [alasan atau
manfaat]". Gunakan informasi kebutuhan
berikut ini untuk menyusunnya: Seorang
staf Layanan Anggota ingin mendapatkan
notifikasi secara real time setiap kali
anggota mengubah pesanan secara online,
sehingga staf dapat memperbarui
informasi ke gudang dalam waktu 1 jam.

P7:

Buatlah user story dalam format Agile
standar: "Sebagai [peran], saya ingin [aksi
atau kebutuhan], agar [alasan atau
manfaat]". Gunakan kebutuhan berikut
sebagai dasar: Seorang analis bisnis
membutuhkan sebuah database yang
terintegrasi yang mencakup semua data
anggota, pesanan, dan inventaris, agar
laporan penjualan yang dihasilkan lebih
akurat.

2. Dataset Referensi Buku

Dataset ini merupakan user story
standar yang telah dikembangkan oleh
analis bisnis dan software engineer
berpengalaman berdasarkan kebutuhan
yang sama dengan yang diujikan melalui
prompt. Salah satu wuser story yang
digunakan sebagai acuan berasal dari
dokumentasi sistem Sound Stage dalam
buku Systems Analysis and Design Methods
karya Jeffrey L. Whitten et al.[16]. Contoh
user story referensi buku: "Sebagai anggota
klub, saya ingin menggunakan kredit
pembelian untuk semua kategori produk
(audio/video/game) agar bisa memenuhi
perjanjian keanggotaan dengan fleksibel".

Hasil konversi user story dari prompt
P1 oleh tiga model LLM adalah sebagai
berikut:

ChatGPT-4.0:
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"Sebagai seorang anggota klub, saya
ingin  dapat menggunakan  kredit
pembelian saya untuk membeli berbagai
jenis produk, termasuk produk audio,
video, dan game, agar saya bisa mematuhi
perjanjian keanggotaan saya dengan lebih
fleksibel."

Gemini 2.5:

"Sebagai seorang anggota klub, saya
ingin bisa menggunakan kredit pembelian
yang saya miliki untuk membeli berbagai
jenis produk (audio, video, dan game),
agar saya bisa mematuhi perjanjian
keanggotaan saya dengan lebih fleksibel."

DeepSeek:

"Sebagai anggota klub, saya ingin bisa
menggunakan kredit pembelian saya
untuk membeli produk audio, video, dan
game, agar saya bisa mematuhi perjanjian
keanggotaan dengan lebih fleksibel dan
memanfaatkan  kredit saya sesuai
preferensi belanja pribadi."

Validasi terhadap wuser story hasil
generasi model LLM dilakukan secara
kuantitatif menggunakan tiga metrik
evaluasi utama, yaitu BLEU-4, ROUGE-L
F1, dan METEOR. Ketiga metrik ini
digunakan sebagai dasar pembanding
terhadap referensi standar industri guna
menjamin akurasi, kesesuaian semantik,
dan kualitas struktur naratif.

B. Pemilihan dan Konfigurasi Model
LLM

Penelitian ini mengevaluasi tiga model
LLM yang telah terbukti kompeten dalam
tugas-tugas Natural Language Processing.
Pertama adalah ChatGPT-4.0, model
generatif dari OpenAl yang dikenal
memiliki ~ kemampuan  pemahaman
konteks yang tinggi. Kedua adalah Google
Gemini 2.5, model multimodal dari
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Google dengan arsitektur transformer yang

telah dioptimalkan untuk efisiensi dan

performa. Ketiga adalah DeepSeek, model

open source yang menunjukkan performa

kompetitif dalam berbagai tugas NLP.

Setiap model dikonfigurasi dengan

parameter (default)  untuk

menjamin konsistensi dan keadilan dalam
proses evaluasi.

standar

C. Desain Eksperimen

Desain eksperimen terdiri dari tiga
tahap utama. Pertama, Tahap Pra-
pemrosesan (Preprocessing), yaitu proses
normalisasi dan kategorisasi prompt
berdasarkan kompleksitas dan domain
aplikasinya. Tujuh prompt (P1-P7) dipilih
secara representatif untuk mencakup
variasi kebutuhan perangkat lunak.
Kedua, Tahap Generasi User Story, di
mana setiap model menerima input
prompt yang sama dengan format standar
sebagai berikut: “Buatlah user story dalam
format standar Agile: 'Sebagai [peran], saya
ingin [tujuan/aksil, agar [manfaat/alasan]’.
Gunakan  informasi  kebutuhan  berikut:
[kebutuhan_spesifik]”. Masing-masing
model menghasilkan satu user story untuk
setiap prompt, yang
dibandingkan dengan user story dari

kemudian

referensi ahli. Ketiga, Tahap Evaluasi,
yaitu proses pengukuran kualitas wuser
story yang dihasilkan dengan
menggunakan tiga metrik kuantitatif
utama, yaitu BLEU-4, ROUGE-L F1, dan
METEOR.

D. Metrik Evaluasi

Evaluasi  dilakukan dalam dua
pendekatan utama. Pertama adalah
Evaluasi Kuantitatif menggunakan tiga
metrik otomatis. Metrik pertama, BLEU-4
Score, mengukur kemiripan n-gram
(hingga 4-gram) antara user story hasil
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LLM dan ahli.
adalah:

referensi Rumusnya

4

BLEU-4 = BP x exp (Z w, - log p,,)

n=1 (1)

Metrik kedua, ROUGE-L F1 Score,

menilai kesamaan berdasarkan Longest

Subsequence (LCS),

memperhitungkan precision dan recall.
Rumusnya adalah:

Common

2 X Pies X Rjes

ROUGE-L = lc lc:
Pies + Ries 2)
Metrik  ketiga, =~ METEOR  Score,

mengevaluasi kesamaan semantik dengan
mempertimbangkan exact match, stemming,
dan sinonim. Rumusnya:

P xR

METEOR = AP (1-aR X

(l — -Fragmcutatiunj) (3)

Setiap metrik dihitung untuk masing-
masing prompt pada setiap model,
kemudian dirata-ratakan untuk

memperoleh skor keseluruhan model.

Evaluasi kedua adalah Perhitungan
Skor Keseluruhan, di mana skor total
untuk tiap model dihitung menggunakan
rata-rata aritmatika dari ketiga metrik,
dengan rumus:

P-ISSN : 2549-7480
E-ISSN : 2549-6301

(4)

BLEU-4 + ROUGE-L + METEOR

Skor Total = 3

Perhitungan ini
ranking performa
model objektif
kombinasi metrik evaluasi yang telah

disebutkan.

digunakan untuk
menentukan antar

secara berdasarkan
3. HASIL DAN PEMBAHASAN

Pengujian yang dilakukan terhadap
tiga model Large Language Model (LLM),

yaitu ChatGPT, Gemini 2.5 dan
DeepSeek, telah menghasilkan beberapa
temuan signifikan terkait performa
masing-masing model dalam

menghasilkan user story. Evaluasi ini
melibatkan kuantitatif =~ dan
kualitatif. Bagian ini akan menguraikan
hasil perbandingan kinerja model, yang
didasarkan pada metrik evaluasi yang
digunakan.

analisis

A. Perbandingan Kinerja Model LLM

Penelitian ini melibatkan penerapan
ketiga algoritma LLM pada berbagai
skenario kebutuhan perangkat lunak,
yang diuji menggunakan tujuh prompt
yang berbeda. Evaluasi kinerja dari setiap
model disajikan sebagai berikut:

1. Hasil Pengujian ChatGPT-4.0

Tabel 1. Performa ChatGPT pada Berbagai Metrik Kuantitatif

Metrik P1 P2

P3

P4 P5 Po6 P7 Rata-rata

BLEU-4 Score

023 018 031 026 022 029 024 0.247

ROUGE-L F1 Score 0.45 038 0.52 048 0.41 046 043 0.447

METEOR Score

035 029 042 038 032 036 0.34 0.351
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Chat GPT 4.0

0,6

0,5

0,

>

0

w

0

N

0

=y

BLEU-4 Score

)
’ I
0

ROUGE-L F1 Score

METEOR Score

EPl mP2 mP3 mP4 mP5 mP6 mP7 mRata-rata

Gambar 2. Performa ChatGPT pada Berbagai Metrik Kuantitatif

Hasil pengujian menunjukkan bahwa
ChatGPT-4.0 mampu menghasilkan user
story yang sesuai dengan struktur dasar
format Agile. Namun, performanya dalam
hal kemiripan terhadap referensi ahli
masih berada di bawah dua model
lainnya. Rata-rata skor BLEU-4 sebesar
0.247, ROUGE-L F1 sebesar 0.447, dan

METEOR sebesar 0.351 mencerminkan
kecenderungan model ini menghasilkan
kalimat yang cukup baik secara struktur,
namun belum optimal dalam kesesuaian
semantik dan kelengkapan isi.

2. Hasil Pengujian Gemini 2.5

Tabel 2. Performa Gemini 2.5 pada Berbagai Metrik Kuantitatif

Metrik P1 P2 P3

P4 P5 P6 P7

Rata-rata

BLEU-4 Score

028 0.22 035

032 027 031 029 0.291

ROUGE-L F1 Score 0.48 0.41 0.55

053 045 049 047 0.483

METEOR Score

038 032 045

042 036 039 037 0.384
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Gambar 3. Performa Gemini 2.5 pada Berbagai Metrik Kuantitatif

Gemini 2.5 menunjukkan performa
terbaik di antara ketiga model. Dengan
rata-rata skor BLEU-4 sebesar 0.291,
ROUGE-L F1 sebesar 0.483, dan METEOR
sebesar 0.384, model ini menghasilkan
user story dengan kualitas semantik dan
struktural yang paling mendekati standar

referensi ahli. Dari sisi kualitatif, Gemini
2.5 menampilkan
kelengkapan komponen (role, goal, benefit),
serta konsistensi format yang sangat baik.

kejelasan  narasi,

3. Hasil Pengujian DeepSeek

Tabel 3. Performa DeepSeek pada Berbagai Metrik Kuantitatif

Metrik P1 P2 P3 P4 P5 P6 P7 Ratarata
BLEU-4 Score 025 020 029 028 024 026 0.27 0.256
ROUGE-L F1 Score 0.46 039 051 049 042 044 045 0451
METEOR Score 036 030 041 039 033 035 036 0.357
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Gambar 4. Performa DeepSeek pada Berbagai Metrik Kuantitatif

DeepSeek  menunjukkan performa
menengah, lebih baik dari ChatGPT
namun masih di bawah Gemini 2.5. Rata-
rata BLEU-4 Score sebesar 0.256, ROUGE-
L F1 sebesar 0.451, dan METEOR sebesar
0.357 menandakan bahwa model ini
cukup kompeten dalam membentuk
struktur kalimat yang sesuai. Namun
demikian, secara kualitatif, model ini
masih kurang dalam hal kedalaman
informasi dan kohesi antar komponen
dalam wuser story. Hasil ini konsisten
dengan temuan Studi Zhang et al.[17]
menunjukkan bahwa DeepSeek baik

secara struktur tetapi kurang koherensi
semantik, sejajar dengan posisi menengah
dalam penelitian ini.

4. Hasil Perbandingan Kinerja Tiga Model
LLM

Setelah semua laporan Kklasifikasi dan
hasil pengujian terkumpul, langkah
selanjutnya adalah  membandingkan
performa ketiga model yang telah
dievaluasi. Tabel 4 dan Gambar 5
menampilkan  perbandingan = metrik
kinerja utama antar tiga model LLM yang

digunakan untuk menggenerasi user story.

Tabel 4. Hasil Perbandingan Kinerja Keseluruhan Model LLM

Model BLEU Score ROUGE Score METEOR Rata-rata Skor
Gemini 2.5 0.291 0.483 0.384 0.386
DeepSeek 0.256 0.451 0.357 0.355
ChatGPT  0.247 0.447 0.351 0.348
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Gambar 5. Hasil Perbandingan Kinerja Keseluruhan Model LLM

Perbandingan kinerja dari ketiga
model LLM dalam menghasilkan wuser
story menunjukkan bahwa Gemini 2.5
memiliki performa paling unggul, dengan
rata-rata skor keseluruhan mencapai
0.386. Disusul oleh DeepSeek dengan rata-
rata skor 0.355, dan ChatGPT dengan
0.348. Gemini 2.5 secara signifikan
menunjukkan kinerja yang lebih baik,
dengan peningkatan performa
keseluruhan sebesar 8.7% dibandingkan
DeepSeek dan 10.9% dibandingkan
ChatGPT. Dominasi Gemini 2.5 juga
terlihat dari metrik ROUGE Score yang
memberikan diferensiasi terbaik antar
model, dengan rentang nilai antara 0.447
hingga 0.483. Ini menguatkan bahwa
Gemini 2.5 adalah model yang paling
konsisten dan akurat dalam menghasilkan
user story yang mendekati referensi buku.

Penelitian ini  dilakukan untuk
menjawab pertanyaan penting mengenai
sejauh mana LLM dapat menghasilkan
user story yang akurat dan presisi, serta
model mana yang paling optimal
digunakan dalam konteks rekayasa

perangkat lunak. Berdasarkan hasil
pengujian dan analisis kuantitatif, dapat
disimpulkan bahwa LLM secara umum
mampu menghasilkan user story dengan
kualitas yang dapat diterima, namun
tingkat presisi dan akurasi bervariasi
antar model. Model Gemini 2.5 terbukti
paling optimal berdasarkan rata-rata
metrik evaluasi BLEU, ROUGE, dan
METEOR, serta analisis kualitatif
terhadap  struktur naratif. = Dengan
demikian, rumusan masalah mengenai
kemampuan LLM dalam menghasilkan
user story telah terjawab secara empiris:
LLM memiliki potensi signifikan, dan di
antara ketiganya, Gemini 2.5 adalah
model yang paling direkomendasikan
untuk  digunakan  dalam  konteks
pengembangan perangkat lunak otomatis.

4. KESIMPULAN

Penelitian  ini  bertujuan  untuk
mengevaluasi performa tiga model Large
Language Model (LLM), yaitu ChatGPT-
4.0, Gemini 2.5, dan DeepSeek, dalam
menghasilkan user story berdasarkan tujuh
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skenario pengujian. Evaluasi
dilakukan secara kuantitatif
menggunakan metrik BLEU-4, ROUGE-L
F1, dan METEOR, serta secara kualitatif
berdasarkan kejelasan, kelengkapan, dan
konsistensi user story yang dihasilkan.

Hasil penelitian menunjukkan bahwa
Gemini 2.5 memiliki performa paling
unggul di antara ketiga model, dengan
rata-rata skor keseluruhan tertinggi pada
seluruh metrik evaluasi. Model ini secara
konsisten menghasilkan wuser story yang
lebih akurat, lengkap, dan sesuai dengan
struktur standar dibandingkan ChatGPT
dan DeepSeek. DeepSeek menempati
posisi kedua, unggul sedikit
dibandingkan ChatGPT dalam seluruh
aspek kuantitatif, namun masih memiliki
kekurangan dari segi kedalaman konten
dan konsistensi. Sementara itu, ChatGPT-
4.0 menunjukkan performa terendah di
antara ketiganya, meskipun tetap mampu
memenuhi format dasar user story.

Keterbatasan dalam penelitian ini terletak
pada jumlah prompt yang digunakan,
yaitu hanya tujuh, yang dapat membatasi
cakupan dan generalisasi hasil terhadap
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