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ABSTRACT

The increasing need for efficient dietary planning has led to the
development of automated systems for identifying food ingredients and
generating suitable diet recommendations. This study focuses on
implementing a Convolutional Neural Network (CNN) using the
VGG16 architecture to classify food ingredients and determine
appropriate diet recipes. The problem addressed is the difficulty of
manually identifying various food ingredients, which can be time-
consuming and error-prone, especially in large-scale dietary planning.
The proposed solution integrates deep learning technology with a user-
friendly application that automates the classification process and
generates diet suggestions. The method involves utilizing the VGG16
model pre-trained on the ImageNet dataset. The dataset underwent
preprocessing techniques, including Gaussian Blur for noise reduction,
normalization, and data augmentation, to improve model
generalization. The model was trained over 50 epochs, achieving a
training accuracy of 96.28% and a validation accuracy of 95%. This
study contributes to the development of intelligent dietary systems,
providing significant benefits in enhancing user convenience, accuracy
in food classification, and promoting healthier lifestyles.
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1. PENDAHULUAN

Kesehatan gizi merupakan suatu hal
yang penting dalam hidup. Asupan
nutrisi yang baik dan tepat tidak hanya
dapat menjaga kesehatan fisik, tetapi juga
mendukung produktivitas harian [1]. Pola
makan merupakan suatu hal yang penting
dalam kesehatan tubuh. Pola makan yang
salah dapat memengaruhi gizi dan
kesehatan suatu individu. Sumber gizi
buruk juga dapat berasal dari pola makan
yang tidak teratur dan tidak sehat. Tidak
selektif dalam memilih makanan sehari-
hari atau tidak tahu tentang nilai gizi dari
suatu makanan akan menyebabkan pola
konsumsi yang tidak mempertimbangkan
kesehatan tubuh [2].
kesehatan gizi saat ini masih menjadi
suatu isu penting yang dihadapi oleh
kalangan masyarakat di Indonesia [3].
Sekarang ini, banyak penyakit yang
datang menyerang di usia yang masih
produktif seperti gangguan pencernaan,
kolesterol, diabetes, ataupun obesitas.

Permasalahan

Semua disebabkan oleh pola hidup yang
tidak sehat, utamanya dari pola makan
yang tidak teratur [4].

Meski kesadaran akan pentingnya
pola makan sehat sudah meningkat sejak
tahun 2022 karena adanya tren program
diet, banyak masyarakat Indonesia masih
mengalami berbagai hambatan dalam
menerapkan program makan sehat yang
sesuai dengan kebutuhan tubuh [5]. Salah
satu tantangan utama adalah minimnya
pemahaman mengenai cara merancang
rencana diet sehat yang sesuai dengan
kebutuhan gizi dan ketersediaan bahan
makanan. Banyak program diet yang ada
bersifat umum dan tidak memperhatikan
preferensi individu atau kondisi tertentu
seperti alergi atau batasan bahan. Hal ini
menyebabkan banyak program diet yang
tidak berkelanjutan dan kurang efektif
dalam jangka panjang. Selain itu, tren diet
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ekstrem yang sering kali mengharuskan
pengurangan kalori secara drastis atau
pembatasan kelompok makanan tertentu,
hal tersebut seringkali berisiko terhadap
kesehatan tubuh dan menyebabkan efek
samping yang berbahaya. Tidak jarang
pula, banyak orang ingin memiliki berat
badan ideal dengan cepat, mereka
memilih mengikuti tren obat pelangsing
yang menjanjikan penurunan berat badan
dengan cepat tanpa perlu merubah pola
makan atau pola hidup. Namun, tentu
saja hal tersebut memiliki dampak jangka
panjang bagi kesehatan yang dapat
menimbulkan efek samping serius atau
bahkan memperburuk kondisi tubuh.
Penelitian ini bertujuan menerapkan
algoritma CNN (Convolutional ~Neural
Network)  guna  mendeteksi  bahan
makanan untuk menentukan resep diet
yang sesuai dengan preferensi pengguna.
Identifikasi bahan makanan yang akurat
dan  penentuan diet yang tepat
merupakan langkah penting dalam
membantu pengguna merancang pola
makan sehat yang personal dan
berkelanjutan. Namun, proses tersebut
seringkali membutuhkan pengetahuan
mendalam tentang gizi serta kemampuan
untuk merancang rencana diet yang
sesuai dengan kebutuhan tiap individu.
Oleh karena itu, diperlukan metode yang
mampu mengenali bahan makanan secara
otomatis dan memberikan rekomendasi
resep diet yang tepat berdasarkan data
yang tersedia. Pentingnya pengelolaan
pola makan yang baik tidak hanya
mendukung kesehatan fisik, tetapi juga
membantu meningkatkan kualitas hidup
secara keseluruhan. Dengan
menggunakan teknologi deteksi citra
berbasis CNN, penelitian ini diharapkan
dapat mempermudah perencanaan diet
dan memberikan kontribusi dalam
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meningkatkan kesadaran pentingnya pola
makan sehat.

Penerapan algoritma CNN dalam
bidang deteksi gambar telah banyak
digunakan dan terbukti memberikan hasil
yang baik. Sebagai contoh, pada
penelitian terdahulu yang membahas
mengenai Pengenalan Makanan
Tradisional Indonesia Beserta Bahan-
bahannya dengan Memanfaatkan Deep
Convolutional Neural Networks (DCNN)
menggunakan 1.202 dataset foto makanan
dengan 20 tipe makanan berhasil
mencapai akurasi sebesar 83.82% dalam
klasifikasinya. Hal ini menunjukkan
potensi yang signifikan dalam
memprediksi bahan makanan secara
akurat sehingga dapat berkontribusi
terhadap penilaian pola makan sekaligus
mempromosikan masakan tradisional
Indonesia [6].

Penelitian lain membahas
pengembangan aplikasi website
menggunakan metode MASK R-CNN
untuk mendeteksi kandungan kalori pada
gambar makanan. Dengan menggunakan
220 dataset gambar makanan yang terbagi
dalam 5 kategori, model tersebut berhasil
mencapai akurasi keseluruhan sebesar
72% setelah melalui proses pelatihan
selama 20  epoch.
menunjukkan bahwa metode yang
digunakan cukup efektif, meskipun masih
memerlukan penyempurnaan lebih lanjut
untuk meningkatkan akurasi data dan
hasil klasifikasi [7].

Penelitian  selanjutnya membahas
mengenai pemanfaatan CNN untuk
pengenalan makanan dan prediksi kalori.
Studi ini menekankan potensi CNN dalam
membantu pengguna, khususnya
penderita diabetes, untuk mengatur
asupan kalori mereka melalui aplikasi

Penelitian  ini

penghitungan kalori berbasis pengenalan
gambar, menyoroti pentingnya pola
makan sehat dalam mengatasi penyakit
tidak menular di Indonesia. Pada

P-ISSN : 2549-7480

E-ISSN : 2549-6301
prosesnya melibatkan beberapa tahapan
seperti pooling, activation layers, dan
mengukur akurasi. Sistem ini
menunjukkan akurasi kisaran 66% hingga
98% pada 20 jenis makanan [8].

Dari beberapa penelitian yang ada,
dapat disimpulkan bahwa penerapan
algoritma berbasis CNN menunjukkan
prospek yang baik dalam mengatasi
tantangan deteksi gambar, khususnya
dalam konteks makanan. Penelitian ini
bertujuan untuk melanjutkan
pengembangan dengan
menerapkan algoritma CNN untuk

tersebut

mendeteksi bahan makanan secara
otomatis dan memberikan rekomendasi
resep diet yang sesuai.
pendekatan berbasis kecerdasan buatan

Dengan

ini, diharapkan penelitian ini mampu
meningkatkan deteksi,
mempermudah perencanaan pola makan

akurasi

sehat, dan memberikan solusi yang lebih
personal serta relevan bagi kebutuhan
pengguna.

2. METODE PENELITIAN

Pada metode penelitian ini mencakup
langkah-langkah yang dilakukan selama
penelitian.  Langkah-langkah tersebut
terbagi menjadi delapan bagian, yaitu:
identifikasi masalah, pengumpulan data,
preprocessing data, augmentasi data,
Pembangunan model CNN, pelatihan
model, evaluasi model dan implementasi
model.

P Preprocessing

Masalah Data Data —>{ Augmentasi Data

l

Implementasi | evalyasi Model [«—— Pelatinan Model «—| Pembangunan
Model model CNN

Gambar 1. Alur penelitian

2.1. Identifikasi Masalah

Langkah pertama dalam melakukan
penelitian ini yaitu mengenali masalah
yang ada dan merancang solusi yang
paling sesuai. Dalam penelitian ini,
perhatian utamanya terletak pada tujuan
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untuk mengembangkan model berbasis
CNN yang dapat secara otomatis
mendeteksi bahan makanan dari citra
untuk memberikan rekomendasi resep
diet yang personal dan sesuai dengan
kebutuhan.
2.2. Pengumpulan Data

Tahap awal dalam riset ini melibatkan
proses  pengumpulan data  untuk
mendapatkan informasi yang sesuai dan
relevan dengan fokus penelitian. Data
yang digunakan dalam penelitian ini
merupakan citra bahan makanan mentah
yang dikumpulkan dari berbagai sumber,
seperti Kaggle dan Roboflow. Pada studi
kasus ini kami menetapkan 12 class bahan
makanan dengan 4 kategori yang
diperinci secara lebih lengkap dalam
dataset yang disajikan pada Tabel 1.

Tabel 1. Informasi dataset

NO KELAS BANYAK DATA
KARBOHIDRAT

1 Kentang 500

2 Pisang 500

3 Jagung 500
PROTEIN

4 Daging ayam 500

5 Telur 500

6 Tempe 500

7 Tahu 500

LEMAK

8 Ikan salmon 500

9 Alpukat 500
SAYURAN

10 Brokoli 500

11 Wortel 500

12 Sawi putih 500

2.3. Preprocessing Data

Preprocessing merupakan langkah awal
yang dilakukan pada citra sebelum
memasuki tahapan selanjutnya. Tahap ini
sangat penting karena di sini citra akan
diolah agar dapat dimodelkan lebih
bagus. Pada studi kasus ini, tahap
preprocessing meliputi pengaplikasian noise
reduction menggunakan Gaussian blur
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untuk memastikan citra pada dataset

tidak memiliki noise, sehingga dapat

mengoptimalkan proses pelatihan model.

Penggunaan Gaussian blur dapat dihitung
dengan rumus matematis:

G(x,y) =
Cuy) =53

Berfungsi untuk mengurangi noise
dengan cara memfilter citra berdasarkan

_x2+y?
e 202

standar deviasi (o) yang mengontrol
kekuatan blur. Hasil dari penerapan
Gaussian blur memastikan bahwa fitur-
fitur ~ penting pada citra tetap
dipertahankan sambil mengurangi elemen
yang tidak relevan, seperti noise. Selain itu
dilakukan proses splitting data menjadi
data training sebesar 80% dan data testing
20%.
2.4. Augmentasi Data

Selanjutnya yaitu tahapan augmentasi
gambar, tahapan ini dilakukan untuk
meningkatkan variasi dataset dengan
mempertahankan karakteristik utama
citra, sehingga model dapat lebih
generalisasi terhadap data baru. Beberapa
teknik augmentasi yang diterapkan pada
studi kasus ini meliputi:

1. Rotasi acak: menerapkan rotasi
hingga 30  derajat  untuk
meningkatkan kemampuan model
dalam mengenali objek dengan
orientasi berbeda.

2. Perpidahan secara
horizontal/vertikal: memindahkan
posisi citra secara acak hingga 20%
dari lebar atau tinggi gambar
untuk mensimulasikan perubahan
perspektif.

3. Sheer transformasi: menerapkan
transformasi geser pada citra
untuk menciptakan variasi dalam
bentuk.

4. Zoom:
mengecilkan citra hingga 20%
untuk menangani objek dengan
ukuran yang bervariasi.

membesarkan atau
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5. Brightness adjustment: mengubah
kecerahan citra dalam rentang 0.9
hingga 1.1 untuk mengatasi
perubahan pencahayaan dalam
kondisi nyata.

6. Flip horizontal: membalikkan citra
secara horizontal untuk

Input Layer J
[ 3x3 Kernel, Depth 64
[ 3x3 Kernel, Depth 64
[ 2x2 MaxPooling
([ 3x3 Kernel, Depth 128
[ 3x3 Kernel, Depth 128
( 2x2 Max Pooling

l

3x3 Kernel, Depth 256

1oAU0) £T

‘ &
[ 3x3 Kernel, Depth 256 15
[ 3x3 Kernel, Depth 256

(

2x2 Max Pooling 2
3x3 Kernel, Depth 512 | 2
3x3 Kernel, Depth 512 |
3x3 Kernel, Depth 512 |

2x2 Max Pooling |
~ 3x3Kernel, Depth 512

[ 3x3Kernel, Depth 512

3x3 Kernel, Depth 512 |

252 Max Pooling__] ~

|

Fully connected Layer 1 - 4096 | 8
(ruly connected tayer 24096 | L%

Softmax ) ~

memperluas  variasi  orientasi

objek.

2.5. Pembangunan Model CNN

Penelitian ini menggunakan algoritma
Convolutional ~ Neural Network (CNN)
dengan memanfaatkan arsitektur
pretrained model VGG16 untuk
mendeteksi bahan makanan berdasarkan
gambar. VGG16 adalah arsitektur deep
neural network yang terdiri dari 16 layer
[9]. Arsitektur VGG16 ditunjukkan pada
gambar 2. VGG16 mempunyai 13 layer
lapisan  convolution, 2 lapisan fully
connected, dan 1 lapisan classifier.

Gambar 2. Arsitektur VGG16

VGGI16 dipilih karena telah terbukti
efektif dalam berbagai tugas Kklasifikasi
gambar, dengan kemampuan untuk
mengekstraksi  fitur  visual = secara
mendalam dari citra input. Model
pretrained ini menggunakan bobot yang
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telah dilatih pada dataset ImageNet,
sebuah dataset besar dengan jutaan
gambar dari berbagai kategori. Parameter
include_top=False diterapkan untuk
menghapus lapisan fully connected standar
dari VGG16, sehingga dapat
menyesuaikan keluaran model dengan
jumlah kelas baru sesuai dataset
penelitian ini. Setelah menghapus bagian
atas model VGG16. Lapisan tambahan
ditambahkan untuk melengkapi arsitektur
CNN. Tahapan pembentukan model
terdiri dari:

1. Global Average Pooling Layer(GAP):
lapisan ini digunakan untuk
mereduksi keluaran dimensi tinggi
dari lapisan fitur menjadi rata-rata
global untuk setiap kanal fitur.
Proses ini menggantikan lapisan
flatten ~ konvensional, sehingga
mengurangi jumlah parameter
dalam model dan mengurangi
risiko overfitting.

2. Dense Layers (Fully Connected
Layers): dua lapisan ditambahkan
setelah GAP untuk proses
klasifikasi. Lapisan pertama terdiri
dari 256 neuron dengan fungsi
aktivasi ReLu. Fungsi aktivasi
ReLu (f(x) = max(0,x) digunakan
untuk menangkap pola non-linear
dalam data. Lapisan kedua terdiri
dari 128 mneuron dengan fungsi
aktivasi ReLu untuk
menambahkan kedalaman model,
sehingga
kemampuan deteksi fitur yang
kompleks dari citra input.

3. Output layer dengan Softmax
Activation: lapisan terakhir
merupakan dense layer dengan
jumlah neuron yang sesuai dengan

meningkatkan

jumlah kelas pada dataset, yaitu 12
kelas. Fungsi aktivasi softmax
diterapkan pada lapisan ini untuk
menghasilkan probabilitas setiap
kelas. Probabilitas ini
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menunjukkan  seberapa  besar
kemungkinan = suatu = gambar
termasuk ke dalam salah satu
kelas yang ada. Rumus matematis

dari softmax yaitu:
Zj

ZC

j=1¢7

Softmax(z;) =

Di mana z; adalah keluaran dari setiap
neuron, dan C adalah jumlah kelas.
2.6. Pelatihan Model

Tahapan pelatihan model melibatkan
beberapa  parameter utama  untuk
memastikan  proses belajar  berjalan
optimal. Model dilatih menggunakan
batch berisi 32 citra untuk memungkinkan
pembaruan  bobot secara bertahap,
sehingga penggunaan memori lebih
efisien dibandingkan dengan melatih
seluruh ~ dataset  sekaligus. = Proses
pelatihan dilakukan selama 50 epoch, di
mana setiap epoch mencakup satu putaran
penuh melalui seluruh dataset, dengan
jumlah yang dipilih untuk memastikan
model dapat belajar secara optimal tanpa
risiko  overfitting.  Optimizer — Adam

digunakan untuk mempercepat
base_model = VGG16(weights="imagenet', include_top=False, input_shape=(224, 224, 3))
base_model. trainable = False
model = Sequential(
base_model,
GlobalaveragePooling20(),
Dense(256, activation='relu'),
Dense(128, activation='relu'),
Dense(train_generator.num_classes, activations'softmax’
model. compile(optimizer=adam(), loss='categorical_crossentropy’, metrics=['accuracy']
konvergensi model menuju  nilai
minimum loss, menggabungkan

keunggulan momentum dan adaptive
learning rate, yang sangat cocok untuk
arsitektur seperti CNN. Data validasi
digunakan  secara  berkala  untuk
memantau kinerja model pada data yang
tidak  terlihat
mengukur kemampuan generalisasi. Pada
setiap epoch, akurasi dan loss dihitung
untuk memantau perkembangan
pelatihan dan menentukan apakah model

sudah cukup terlatih atau memerlukan

sebelumnya,  guna

Gambar 3. Pembangunan model CNN
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penyesuaian lebih lanjut.

2.7. Evaluasi Model

Setelah proses pelatihan selesai, model
dievaluasi menggunakan data validasi
untuk  mengukur  kinerja = dalam
mendeteksi bahan makanan. Evaluasi ini
bertujuan untuk memastikan model
mampu melakukan generalisasi dengan
baik pada data yang tidak pernah dilihat
sebelumnya. Dua metrik utama yang
dihitung adalah loss dan akurasi. Loss
mencerminkan tingkat kesalahan model
dalam membuat prediksi, sedangkan
akurasi menunjukkan persentase prediksi
yang benar dari total data validasi. Proses
evaluasi dilakukan dengan memanfaatkan
fungsi model evaluate, yang secara otomatis
menghitung kedua metrik tersebut
berdasarkan dataset validasi.
2.8. Implementasi Model

Model yang telah dilatih dan
dievaluasi kemudian diintegrasikan ke
dalam website yang telah dibuat untuk
setelah itu diintegasikan dengan aplikasi
mobile. Pada tahap ini, model digunakan
untuk  memproses gambar  bahan
makanan yang diunggah oleh pengguna,
mengklasifikasikannya ke dalam kategori
tertentu, dan merekomendasikan resep
yang sesuai berdasarkan hasil deteksi.
Sistem ini memanfaatkan prediksi model
untuk menghasilkan rekomendasi yang
personal dan relevan sesuai dengan
preferensi pengguna dan ketersediaan
bahan makanan. Implementasi model
dilakukan dengan menggunakan format
h5, sehingga memungkinkan integrasi
yang mulus dalam proses
penggunaannya.
3. HASIL DAN PEMBAHASAN

Dari hasil pelatihan data yang telah
dilakukan, hasil pelatihan model CNN
menunjukkan performa yang optimal
dengan akurasi pelatthan mencapai
96.28% dan akurasi validasi setelah
dilakukan dengan 50 epoch sebesar 95%.
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Nilai loss untuk data training dan validasi
mengalami penurunan signifikan pada
tahap awal pelatihan dan telah mencapai
stabilitas setelah epoch ke-10 seperti yang
terlihat pada grafik.

xxxxxxxxxxxxxxxxxx

——~ wl | =

Gambear 4. Evaluasi model

Akurasi training yang lebih tinggi
dibandingkan dengan akurasi validasi
menunjukkan bahwa model belajar secara
optimal  tanpa terjadinya
overfitting. Hal ini menunjukkan bahwa
peran dari jumlah dataset yang digunakan
dan penerapan preprocessing data seperti
penggunaan Gaussian blur dan proses
augmentasi data dapat meningkatkan
kemampuan

indikasi

generalisasi model.
Selanjutnya, dilakukan pengujian model
untuk melihat hasil prediksi gambar
apakah model mampu mengklasifikasikan
objek dengan benar sesuai dengan label

aslin

Gambar 5. Hasil prediksi

Berdasarkan hasil prediksi, model
mampu mengklasifikasikan objek sesuai
dengan label aslinya. Dari hasil ini,
menandakan bahwa model memiliki
performa yang baik dalam mendeteksi
berbagai  jenis = bahan  makanan.
Selanjutnya, model yang telah dilatih
kemudian disimpan dalam format .h5
sehingga
implementasi di platform mobile yang

memudahkan proses
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dibangun. Pada aplikasi mobile, model
yang telah ditanam mampu membaca
gambar bahan makanan yang telah
diunggah atau diambil melalui kamera,
kemudian mengklasifikasikan jenis bahan
makanan tersebut.

Gambar 6. Mockup aplikasi rekomendasi
resep masakan
Setelah proses Kklasifikasi berhasil,
aplikasi akan mengeluarkan rekomendasi

resep makanan yang disesuaikan dengan
preferensi diet pengguna yang telah
dipilih di awal, rekomendasi tersebut
memberikan informasi mengenai resep
tersebut meliputi berapa kandungan
karbohidrat, protein, dan lemak, serta cara
membuat resep tersebut. Hasil dari
rekomendasi ini memberikan solusi
praktis dan efisien untuk membantu
pengguna dalam merencanakan pola
makan yang sehat dan sesuai dengan
target diet mereka.

4. KESIMPULAN

Penelitian ini menunjukkan performa
yang optimal dalam implementasi
algoritma Convolutional Neural Network
(CNN) dengan menggunakan arsitektur
VGG16, VGG16 merupakan arsitektur
pretrained dengan bobot ImageNet. Model
yang telah dilatth menggunakan data
gambar bahan makanan menghasilkan
performa dengan akurasi pelatihan
mencapai 96.28% dan akurasi validasi
sebesar 95% setelah 50 epoch. Hasil
pengujian menunjukkan bahwa model
VGG16  mampu
berbagai jenis bahan makanan seperti

mengklasifikasikan

tempe, brokoli, kentang, dan alpukat
dengan benar.
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Setelah model dapat
mengklasifikasikan dengan baik, model
kemudian disimpan dalam format .h5 dan
diimplementasikan ke dalam website, yang
selanjutnya diintegrasikan ke dalam
mobile aplikasi. Pada aplikasi mobile,
model digunakan dalam memberikan
rekomendasi resep makanan yang sudah
disesuaikan dengan preferensi diet
pengguna yang telah dipilih di awal.

Penggunaan algoritma dan arsitektur
ini walaupun sudah menghasilkan
akurasi dan hasil deteksi yang baik,
namun masih terdapat keterbatasan
dalam mendeteksi, yaitu hanya bisa
mendeteksi 12 bahan makanan dan belum
menerapkan multi-object detection sehingga
untuk penelitian selanjutnya disarankan
untuk membuat model dengan class yang
lebih banyak dan menerapkan konsep
multi-object detection untuk kemudahan
user dalam menentukan resep diet
berdasarkan bahan makanan.
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